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During chemical weathering there is the potential for a positive feedback process to occur: Chemical reactions
cause volume changes, increasing stresses and potentially fracturing the rock. In turn, these fractures may
enhance transport of chemicals through the rock, accelerating the weathering process. An idealised model of
this feedback is presented. Simple scaling laws relate the speed of the weathering front to elastic properties,
the rate of transport of reactants, and reaction rates. Five different regimes in the model are identified,
although only two of these are appropriate for natural systems, where the reaction rate is a key control on
the weathering rate. The model is applied to the carbonation and serpentinization of peridotite, chemical
weathering processes which have potential industrial application in the storage of CO2. If these weathering
processes can be accelerated, CO2 could be stored as carbonates in the peridotite in substantial quantities. This
simple model suggests that it may be possible to boost the speed of the weathering front a millionfold by
a combination of heating, increased partial pressure of CO2, forced fluid flow, and hydrofracture.
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1. Introduction

Chemical weathering is one of the most important processes that
shapes the Earth's surface, and yet many aspects of it are still poorly
understood. Duringweathering, a number of distinct physical processes
occur, and these processes can interact with one another in interesting
ways. Chemical weathering is driven by reactions between the rock and
a mobile phase that moves through the rock, such as water, chemicals
dissolved in water, or the air. As such the rate of chemical weathering is
affected by how well this mobile phase can be transported through the
rock, and by how fast it reacts with individual grains within the rock.

The reaction itself can influence the transport of the mobile phase
in a variety of ways. One way in which it can do so is by the volume
change (expansion or contraction) that can occur as a result of re-
action. Volume change can cause increasing stress within the rock,
and in turn these stresses can lead to fracturing of the rock, enhancing
transport of the mobile phase and thus accelerating weathering (e.g.
Correns and Steinborn, 1939; Correns, 1949; MacDonald and Fyfe,
1985; Walder and Hallet, 1985; Scherer, 1999, 2004; Rijniers et al.,
2005; Fletcher et al., 2006; Malthe-Sørenssen et al., 2006; Flatt et al.,
2007; Jamtveit et al., 2008).
The aim of this work is to develop a simple model of the physical
processes involved in this particular feedback. To provide a concrete
example of chemical weathering, we will discuss the application of
the model to hydration and carbonation of peridotite, reactions be-
tween surface water and tectonically exposed mantle peridotite to
form the hydrous mineral, serpentine, and Mg–Ca–carbonate miner-
als such as magnesite, dolomite and calcite. Serpentinization is best
known as a process of alteration that happens near the seafloor,
associated with hydrothermal circulation induced by mid-ocean ridge
volcanism, but serpentinization and carbonation also occur via sub-
aerial weathering (e.g. Barnes et al., 1967; Barnes and O'Neil, 1969;
Neal and Stanger, 1985; Bruni et al., 2002). Weathering of peridotite is
of current interest because of its potential for capture and storage of
atmospheric CO2 via mineral carbonation (Kelemen andMatter, 2008;
Andreani et al., 2009). Also, serpentinization is an energy source for
methanogenic organisms and is thought to be a possible substrate for
the origin of life.

To make the presentation clearer, the main text describes the
model formulation and key results, and detailed derivations are left
to the appendices. The approach taken here is based on a simple
model for the decomposition of solids developed by Yakobson (1991),
which is reviewed in detail in Appendix D.1. The problem studied by
Yakobson (1991) concerned the decomposition of one solid into
another solid plus a mobile gas. The escape of the gas causes a volume
decrease in the remaining solid which in turn causes fracturing. The
fractures enable the gas to escape more readily and thus the rate of
decomposition increases. The model presented here is also closely
related to a model for spheroidal weathering (a type of chemical
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Fig. 1. Schematic diagram of the model. a) depicts the model geometry, with blue
shading reflecting water concentration. b) and c) depict the concentration profiles of
product b and mobile phase w respectively. The exact profiles depend on the choice of
parameters; shown here are typical exponential profiles for regime 1.
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weathering) developed by Fletcher et al. (2006), and a detailed com-
parison of the two models can be found in Appendix D.2. The main
difference between the model presented here over that of Fletcher
et al. (2006) is that this model is analytically tractable, enabling a
better understanding of different behaviours that can occur.

Unlike the decomposition problem of Yakobson (1991), which
involves volume shrinkage, serpentinization, carbonation, and sphe-
roidal weathering all involve volume expansion. Fluid–rock reactions
that increase the solid volume, via reactions with host rock or pre-
cipitation of saturated minerals from the fluid, are often self-limiting
because they fill porosity, reduce permeability, and create “reaction
rims” of solid products that act as diffusive boundary layers between
unreacted mineral reactants and fluid (e.g. Aharonov et al., 1998;
Milsch et al., 2009; Morrow et al., 2001; Tenthorey et al., 1998).
Decreasing permeability with reaction progress is commonly ob-
served for hydration and carbonation of basalt (Alt and Teagle, 1999;
Bartetzko, 2005; Becker and Davies, 2003; Schramm et al., 2005). On
much shorter time and distance scales, experimental dissolution and
carbonation of olivine commonly show a decrease in rate with time
due to formation of a “passivating layer” of amorphous SiO2 on olivine
surfaces, after which the reaction rate is limited by diffusion through
this solid layer (e.g. Chizmeshya et al., 2007).

However, it is also observed that precipitation of super-saturated
minerals in pore space can fracture rocks,maintaining permeability and
potentially exposing fresh mineral surfaces. For example, salts crystal-
lizing fromwater in limestone and other buildingmaterials can fracture
thesematerials, evenwhile the fluid volume is decreasing (e.g. Scherer,
1999, 2004). Frost heaves and frost cracking are related phenomena
(Walder and Hallet, 1985). Similarly, reaction between fluids and
minerals that consume fluid components but increase the solid volume,
such as hydration of solid lime (CaO) to produce portlandite (Ca(OH)2),
can cause polycrystalline rocks to fracture. Reaction-driven cracking
has been observed experimentally in systems undergoing volume
expansion, such as in the replacement of leucite by analcime (Jamtveit
et al., 2009).

Extensive outcrops of serpentinite (completely hydrated perido-
tite) indicate that serpentinization is not always self-limiting. The
ubiquitous presence of dense fracture networks in partially serpenti-
nized peridotite, with fracture spacing ∼50 μm,much smaller than the
original olivine grain size, lends credence to the idea that serpenti-
nization and cracking are coeval, as do the hierarchical nature of the
fracture patterns (Iyer et al., 2008; Jamtveit et al., 2008). Without the
presence of serpentine “glue” along these fracture networks, the host
would be a powder, rather than a rock.

Similarly, the presence of extensive outcrops of listwanite (com-
pletely carbonated peridotite) in Oman (Neal and Stanger, 1985;
Stanger, 1985; Wilde et al., 2002; Nasir et al., 2007) and elsewhere
(e.g. Akbulut et al., 2006; Auclair et al., 1993; Hansen et al., 2005;
Madu et al., 1990; Naldrett, 1966; Robinson et al., 2005; Santti et al.,
2006; Schandl and Naldrett, 1992; Schandl andWicks, 1993; Ucurum,
2000; Ucurum and Larson, 1999) demonstrates that olivine carbon-
ation is not always self-limiting, despite increases in the solid volume.
Listwanites have brecciated textures in outcrop and dense, hierar-
chical fracture networks extending to microscopic scales, filled by
syn-kinematic carbonate and quartz veins, probably due to feedback
between volume change, stress increase, and fracturing that main-
tains permeability and reactive surface area. Outcrop scale and micro-
scopic relationships of carbonate veins in partially carbonated
peridotites indicate coeval carbonate crystallization and formation
of hierarchical crack networks, and volume expansion of the original
host rock to accommodate carbonate precipitation. However, it may
be that fracture filling by carbonates ultimately did limit reaction
progress where we observe partially carbonated rocks. In the model
that follows we assume the reaction-driven cracking is not self-
limiting, although the negative feedbacks which could limit the pro-
cess should be addressed in future work.
2. Model formulation

We consider a simple reaction whereby a mobile phase W (e.g.
water or CO2) reacts with an immobile solid A (e.g. peridotite) to form
an immobile solid product B (e.g. serpentine or magnesite), rW+
sA→B where r and s are the stoichiometric coefficients. The two
solids A and B have different densities, and it is this difference in
densities that causes stress to increase in the rock. We model the
transport of the mobile phaseW by simple diffusion, with an effective
diffusivity D. The solid product B is produced at some rate Q which
depends on the concentrations of the reagents W and A. Let w be the
concentration of W (mol m−3), a be the concentration of A, and b be
the concentration of B. We describe the evolution of these concentra-
tions by the following simple 1D advection–diffusion equations

∂w
∂t = D

∂2w
∂x2

− rQ ; ð1Þ

∂a
∂t = − sQ ; ð2Þ

∂b
∂t = Q : ð3Þ

For simplicity, we assume a first order rate law for Q, namely

Q = kwa; ð4Þ

where k is a rate constant for the reaction (mol−1m3 s−1).
We will assume that there exists a weathering front that prop-

agates at some velocity v as a result of the reaction induced cracking
(Fig. 1). Behind the front it is assumed that the rock has been cracked,
that the stress has been relaxed, and that the mobile phase con-
centration is maintained at some fixed level w0 (e.g. because it is in
contact with a reservoir of the mobile phase and there is rapid flow
through the cracked rock). Far ahead of the front it is assumed that
there is no mobile phase, the rock is uncracked, and that there is only
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the reactant solid A at some concentration a0. The mobile phase
diffuses into the uncracked rock, reacting as it goes.

In a framemovingwith the front, the reaction–diffusion Eqs. (1)–(3)
become

−v
dw
dx

= D
d2w
dx2

− rQ ; ð5Þ

−v
da
dx

= − sQ ; ð6Þ

−v
db
dx

= Q ; ð7Þ

with boundary conditions

w 0ð Þ = w0; w ∞ð Þ = 0; ð8Þ

a ∞ð Þ = a0; ð9Þ

b ∞ð Þ = 0; ð10Þ

where x=0 is the position of the front in the moving frame and
x=∞ is a position far ahead of the weathering front. We will define
b0=a0/s, i.e. the concentration of solid B that would be produced if
all of solid A were reacted. It is helpful also to define κ=skw0, a rate
constant (s−1) for the production of solid B in the presence of a
concentration w0 of water. Note that Eqs. (6), (7), (9), and (10) imply
that a= s (b0−b), and thus we only need solve for w and b. The
reaction rate Q is then given by Eq. (4) as

Q = κ
w
w0

b0−bð Þ; ð11Þ

where κ= skw0.
As the reaction proceeds, stress builds up in the rock due to the

volume change. We will assume production of B ahead of the front
produces stresses σ in a simple linear fashion as

σ = βEb= b0; ð12Þ

where E is the Young's modulus of the uncracked rock, and β is a non-
dimensional prefactor that relates to the amount of volume change as

β =
1

3 1−νð Þ
ΔV
V

: ð13Þ

Here ν is the Poisson's ratio, and ΔV /V is the relative volume
change that occurs when all of solid A reacts to produce solid B.

Finally, we must relate the buildup of stress to the fracturing that
drives the weathering front forward. We do this using a highly sim-
plified fracture criterion,motivated by the linear fracturemechanics of
a single crack. Supposewe have a crack of length L and apply a uniform
stress σ over the crack faces. Then the crack will growwhen the stress
intensity factor K exceeds some critical value, known as the fracture
toughness Kc (Pa m1/2). To a first approximation, the stress intensity
factor K is related to the applied stress and crack length through
K=σL1/2. In detail there is a numerical prefactor that depends on the
particular geometry and type of loading, but we shall not concern
ourselves with this as our main interest is in overall scalings.

The rate of advance of the weathering front by fracturing should be
determined by the stress field ahead of the front, σ(x). To generate an
appropriate fracture criterion we make three assumptions: Firstly,
we assume a steadily propagating front, so that the cracks near the
front are in a state of quasi-equilibrium and the stress intensity factor
takes the critical value, K=Kc. Second, we hypothesise that the typical
crack length L is determined by a typical length scale over which the
stress field σ(x) decays: formally, we let L be the length over which σ
reaches 37% (1/e) of its value at the front. Finally, we assume that the
value of σ at the front provides a good estimate for the loading on the
cracks. Thus the fracture criterion we assume is

Kc = σ 0ð ÞL1=2: ð14Þ

By combining Eqs. (12) and (14), the fracture criterion can be
written as

Kc = βEL1=2b 0ð Þ= b0; ð15Þ

where the crack length L is chosen to be the length scale over which
b(x) decays (the value of x for which it reaches 1/e of its value at the
front, Fig. 1b).

A fracture criterion, like that of Eq. (15), is necessary to close the
equations and relate the reaction–diffusion problem to the fracturing.
Similar criterion have been used in the models of Yakobson (1991)
and Fletcher et al. (2006) (Appendix D). In the case of Yakobson's
(1991) model, the stress intensity factor K is calculated for a single
crack of length L subject to a loading σ(x) on the crack faces, with K
again assumed equal to the fracture toughness K=Kc. A dynamical
hypothesis is made that the front propagates at its maximum possible
velocity, and in order to do this it is found that the crack length scale
L must be the length scale over which σ(x) decays (up to some order
1 constants). In the model of Fletcher et al. (2006), the reaction ceases
once the mobile phase concentration drops below a certain thresh-
old, and the distance to this threshold determines the typical crack
spacing. Thus the crack spacing in themodel of Fletcher et al. (2006) is
also set by a length scale in the reaction–diffusion problem, although
this length scale is that of the mobile phase concentration profile
rather than the product concentration profile. However, in many
situations these length scales are the same (see Appendix D for further
discussion). The fracture criterion of Fletcher et al. (2006) is written is
terms of surface energy of fracture, and this can be directly related to
the fracture toughness.

The above Eqs. (5)–(15) describe a simple model of a steadily
propagating weathering front caused by volume changes due to re-
action. The main aim of the analysis is to determine the front velocity
v and the typical crack length L as a function of the given parameters.

3. Results

A detailed analysis of the equations above is presented in
Appendices A to C, and we summarise the main results of the analysis
in this section. The behaviour of the model is determined by just two
non-dimensional parameters, Λ and Θ, defined by

Λ =
κ
D

Kc

βE

� �4
; Θ =

w0

rb0
: ð16Þ

Λ relates the rate of reaction (κ), rate of transport (D), elastic
properties (Kc and E), and volume change factor (β). Λ large means
either rapid reaction, slow transport of mobile phase, tougher to frac-
ture, or small volume changes. Θ is simply a concentration ratio,
adjusted for stoichiometry. Large Θ simply means large amounts of
mobile phase relative to solid.

The aim of the analysis is to find relationships for the weathering
front velocity v and the characteristic crack length L. These can be
expressed in terms of non-dimensional functions ζ(Λ, Θ) and η(Λ, Θ)
as

L =
Kc

βE

� �2
ζ Λ;Θð Þ; ð17Þ



Fig. 3. Results of numerical solutions showing 1/ζ as a function of Λ and Θ. ζ=L(βE/Kc)2

is a non-dimensional crack length. It is more convenient to plot 1/ζ rather than ζ due to
the singular behaviour of ζ near Λ=0.
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v = D
βE
Kc

� �2
η Λ;Θð Þ: ð18Þ

The length scale (Kc /βE)2 is a natural length scale associated with
fracture caused by volume change. In fact, this length scale provides
a lower bound for L. D(βE /Kc)2 provides a natural velocity scale.

The two non-dimensional functions η(Λ, Θ) and ζ(Λ, Θ) have been
calculated numerically for a range of Λ and Θ, and contour plots of
the functions are shown in Figs. 2 and 3. The main features of these
plots are straightforward to understand when we interpret Λ as a
non-dimensional reaction rate and Θ as a non-dimensional water
concentration. Non-dimensional front velocity η(Λ, Θ) increases
with increasing Λ and increasing Θ, which reflects the fact that the
weathering front moves faster if the reaction happens faster or if
there is more water present. Non-dimensional crack length ζ(Λ, Θ)
increases with decreasing Λ, which reflects the fact that we get longer
cracks with slower reactions (since slower reactions allow more time
for the water to diffuse further past the front). ζ(Λ, Θ) also increases
with increasing Θ, as more water present also allows transport further
past the front.

While the functions η(Λ, Θ) and ζ(Λ, Θ) can be calculated nu-
merically, it will often be the case that the non-dimensional parameters
Λ andΘ are large or small. In such cases, there are somesimple analytical
expressions for the forms of η(Λ, Θ) and ζ(Λ, Θ), and the corresponding
dimensional expressions for v and L are shown in Table 1. Based on the
relative magnitudes of Λ and Θ, the parameter space divides into five
asymptotic regimes as shown in Fig. 4.

Some aspects of the asymptotic regimes have clear physical inter-
pretations. For example, regimes 4 and 5 represent very rapid reaction,
and the corresponding results are independent of the rate constant κ.
In these regimes all the solid reactant is used up, and the fracture scale
reaches its lower limit (known as “brittle fracturing”). In regime 3 there
is weak (logarithmic) dependence on the reaction rate κ, but the
fracture scale is still that of brittle fracturing and all the solid reactant
is still used up. In regimes 1 and 2 the reaction is slow and limits the
speed at which the front can propagate (“reaction controlled”). The
front velocity still depends on theelastic properties and thediffusivity of
the mobile phase, but more weakly. The corresponding fracture scales
are larger, and in regime 1, the crack length L is completely independent
of the elastic properties. The difference between regimes 1 and 2 is best
understood in terms of the dependence onΘ: In regime1,Θ is small and
propagation of the front is limited by the availability of water. Regime 2
Fig. 2. Results of numerical solutions showing η=(v /D)(Kc /βE)2 (a non-dimensional
front velocity) as a function of Λ and Θ.
has larger Θ and front propagation is no longer controlled by the
availability of water as it is plentiful, and this is reflected in the ex-
pressions for v and L which are independent of Θ. Similarly, the ex-
pressions in regime 3 are independent of Θ, and the transition from
regime 3 to regime 4 reflects the point at which the availability of water
again becomes a controlling factor.
4. Serpentinization and carbonation of peridotite

The model may be useful in understanding some of the controls
on the rate of serpentinization and carbonation of peridotite during
weathering. In turn, this understanding could be valuable in designing
systems for enhanced, in situ carbonation of peridotite for CO2 capture
and storage. Unfortunately, a number of themodel parameters are not
well known, notably the rate of transport of water (D), and this makes
applying the model to real situations difficult. However, some useful
order of magnitude estimates can be made.

The elastic properties of peridotite are fairly well known, with a
Young's modulus E∼1011 Pa and fracture toughness Kc∼106 Pa m1/2.
A typical volume expansion is around 20%, leading to β∼0.13 for a
Poisson's ratio ν∼0.25. The reaction rate κ can be estimated from
experimental data. Though experiments are done on powder, in-
ferences can be made on the reactive surface area in powder versus
the grain size in a rock that allows scaling of the experimental data
to a natural situation. The parameterisations of carbonation and
serpentinization rate used are those of Kelemen and Matter (2008).
Table 1
A summary of the asymptotic regimes for the model in dimensional units. Here W(z) is
the Lambert function (the solution of z=W(z)exp(W(z))).

Regime Range of validity v L

1 Θ5≪Λ≪Θ βE
Kc
κ1=4 DΘð Þ3=4 DΘ

κ

� �1=2

2 Λ≪1, Λ≪Θ5 D3 =5 βEκ
Kc

� �2=5 KcD
βEκ

� �2=5

3
1≪Λ≪Θ(logΘ)2 2D βE

Kc

� �2
W 1

2
Kc

βE

� �2 κ
D

� �1=2
� �

Kc

βE

� �2

4
1≪Θ, Θ(logΘ)2≪Λ D βE

Kc

� �2
logΘ Kc

βE

� �2

5 Θ≪1, Θ≪Λ D βE
Kc

� �2
Θ Kc

βE

� �2



Fig. 4. A map of the asymptotic regimes in terms of Λ and Θ.
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For serpentinization, the experimental data of Martin and Fyfe
(1970) was parameterised as

κserp: = κ0
a0
a

� �2
e−α T−T0ð Þ2

; ð19Þ

where κ0=10−6 s−1, a0=70 μm, α=2.09×10−4 °C−2, T0=260 °C.
The experiments were performed with 70 μm grains, and the factor
(a0/a)2 reflects the scaling due to surface area effects, where a is
the typical grain size controlling the reaction. T0 is the temperature
at which the serpentinization rate reaches its peak, and κ0 is the
corresponding peak rate for 70 μm grains.

For carbonation, the experimental data of O'Connor et al. (2005)
was parameterised as

κcarb: = κ0
a0
a

� �2 PCO2

P0

� �1=2

e−α T−T0ð Þ2
; ð20Þ

where κ0=1.15×10−5 s−1, a0=70 μm, P0=1 bar, α=3.34×10−4

°C−2, T0=185 °C. There is an additional influence on the carbonation
rate due to the partial pressure PCO2

of carbon dioxide. Here, κ0 is the
peak reaction rate at a reference partial pressure P0 of 1 bar, againwith
70 μm grains.

Typical summer temperatures in Oman are around T∼50 °C. Typical
grain sizes of peridotite are around a∼0.1 mm, and a similar value is
obtained for estimates of crack spacing in crystalline rocks that are
roughly similar to peridotite (Sprunt andBrace, 1974; Brace, 1977;Wong
et al., 1989). Typical partial pressures are around PCO2

∼4×10−4 bar.
Thus estimated natural reaction rates are κserp.∼5×10−11 s−1 for
serpentinization, and κcarb.∼2.5×10−10 s−1 for carbonation.

The speed of the weathering front in the Oman ophiolite has been
estimated at v∼0.3 mm yr−1 (Poupeau et al., 1998), which is in
keeping with the observation that the average 14C age of carbonate
veins in peridotite exposed to weathering in Oman, in a weathering
horizon ∼10 m thick, is about 26,000 yr (Kelemen and Matter, 2008).

Assuming asymptotic regime 1, the expressions for v and L are
(Table 1)

v =
βE
Kc

κ1=4 DΘð Þ3=4; L =
DΘ
κ

� �1=2
; ð21Þ
which are valid provided

Θ4≪Λ
Θ
≪1; ð22Þ

which has to be checked. Since we have a reasonable estimate for
v, the above equations can be rearranged to provide expressions for
the effective diffusivity D required to match the observed weathering
rate,

DΘ =
Kcv
βE

� �4=3
κ−1=3

; ð23Þ

and corresponding expressions for L and Λ/Θ are

L =
Kcv
βEκ

� �2=3
;

Λ
Θ

=
κ
DΘ

Kc

βE

� �4
: ð24Þ

Using the carbonation rate κcarb., the estimates above imply
DΘ∼10−17m2 s−1 and a typical crack length scale L∼0.2 mm (very
similar to the proposed grain size a∼0.1 mm). Λ /Θ=8×10−10 which
is certainly much less than 1 (as required by Eq. (22)), and will be
greater thanΘ4, providedΘ<0.005. Since the estimates above are only
weakly dependent on κ (dependences of κ−1/3 and κ−2/3), using the
serpentinization rate κserp. instead (with its factor of 5 slower rate),
produces fairly similar estimates.

Θ represents a ratio of mobile phase concentration to solid reactant
concentration, which can be estimated based on the amount of water
that can be stored on grain boundaries or microcracks in the rock.
Laboratory-based estimates of grain boundary width in crystalline
rocks are around w∼0.01 μm (Farver and Yund, 1991, 1992; Yund,
1997), which provide estimates of porosity ϕ∼3w/a=3×10−4.
Taking this porosity ϕ as an estimate for Θ yields an effective
diffusivity D∼3×10−14m2 s−1 using Eq. (23). The effective diffusiv-
ity D encompasses a number of different processes that cause the
mobile phase to be transported through the rock, including advec-
tion, diffusion, and dispersion, and is a difficult quantity to estimate
directly. However, the required value of D is fairly similar to that
expected from experimental measurements of diffusion of water-in-
water Dwater-in-water∼6×10−11m2 s−1 (Farver and Yund, 1992,
extrapolated to 50 °C), which when multiplied by ϕ gives an effective
diffusivity D∼2×10−14m2 s−1, very close to the required value.

For practical industrial storage of CO2wewould like to increase the
front velocity v,

v =
βE
Kc

κ1=4 DΘð Þ3=4; ð25Þ

by many orders of magnitude. To do this we can either increase the
reaction rate (κ), increase the transport of mobile phase (D), or
increase the availability of mobile phase (Θ). It is possible to estimate
the order of magnitude increases in front velocity one can expect
under different engineered conditions. One of the simplest ways of
accelerating the weathering process is by heating: at the optimal
temperature for carbonation (185 °C), the rate of carbonation is 450
times greater than it is at 50 °C. However, since the front velocity
depends only weakly on κ, this leads to only a 5 fold increase in front
velocity. Temperature will also influence the effective diffusivity of
the mobile phase. Based on the temperature dependence of water-in-
water diffusion of (Farver and Yund, 1992), this could be expected to
increase D by around a factor of 5, which leads to another 3 fold
increase in v. Hence heating overall could potentially lead to a 15
times greater front velocity. Such heating may be self sustaining due
to the exothermic nature of the serpentinization and carbonation
reactions (Kelemen and Matter, 2008).

The kinetics of carbonation is very dependent on the partial
pressure of CO2, and increasing this is another way to speed the front.
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An increase in PCO2
to 300 bar would lead to a 900 fold increase in the

carbonation rate, and a corresponding 5 fold increase in front velocity.
Thus heating and elevated partial pressure combined could lead to a
75 times faster front velocity, which is still somewhat short of what
one would like for industrial applications.

According to Eq. (25), the effective diffusivity D (which describes
the transport of the mobile phase through the rock), and Θ (which
describes the availability of water) have a much greater influence
on the front velocity than κ (the reaction rate). DΘ will need to be
increased by orders of magnitude to produce industrially viable
solutions. One way of doing this is by increasing the porosity, which
could be done by hydrofracturing the rock at depth. An increase in
porosity to 1% (typical for cracked rock, e.g. (Wu et al., 2006)) could be
expected to produce a 200 fold increase in front velocity.

However, even larger effective diffusivities may be possible if
the flow is forced by applying a pressure gradient. Rapid fluid flow
within the fractures will cause enhanced concentration gradients
and thus increase the effective diffusivity. A rough estimate of the
effective diffusivity for forced flow in cracked rock is D≈ϕvcrackα
where ϕ is the porosity, vcrack is the fluid velocity in the crack, and α is
a dispersivity parameter (Wu et al., 2010). Darcy velocities ϕvcrack∼
10−4 ms−1 can be generated with moderate pressure gradients
(a typical permeability of cracked rock is k∼10−12 m2, (Wu et al.,
2006)), and a crude estimate of the dispersivity parameter can be
obtained from a typical crack width, α∼2×10−5 m. These estimates
lead to effective diffusivities D∼2×10−9m2 s−1, 70,000 larger than
the inferred natural effective diffusivity, and producing a 4,000
fold increase in front velocity. With a combination of all the above
suggestions, it may be possible to go from the natural weathering
rate of tenths of millimetres a year to an industrial rate of hundreds
of metres a year.

In estimating the front velocities under engineered circumstances,
it was assumed that regime 1 held throughout (Eq. (25) was used),
and this assumption should be checked. The natural estimates have
Λ∼2×10−13. The largest Λ in the engineered circumstances is when
the reaction rate κ alone is increased (see Eq. (16)). An increase in κ
by a factor of 4×105 (i.e. heating and increased partial pressure) gives
Λ∼8×10−8. This value of Λ certainly satisfies Λ≪1 and Λ≪Θ for
any reasonable value of Θ, and hence only regimes 1 or 2 are ever
appropriate (Table 1). If Θ5≪Λwe are in regime 1; if Θ5≫Λwe are in
regime 2. In the natural situation, it was estimated that Θ∼3×10−4

and thus Θ5∼2×10−18, and regime 1 is appropriate. However, in the
engineered situations where porosity is increased Θ∼0.01 and thus
Θ5∼10−10, which is greater than Λ in some scenarios. Hence regime 2
is a possibility in some engineered conditions, where water is plenti-
ful and the front velocity v becomes independent of Θ. However,
the velocities estimated by the regime 1 and 2 equations differ by only
(Λ /Θ5)3/20, which at most a factor of 2 for the scenarios in which
regime 2 expressions are appropriate, so this does not change the
results greatly.

In oceanic settings, rates of serpentinization are very poorly known.
One pertinent observation is that peridotites exposed on the seafloor
at and near mid-ocean ridges are invariably, partially to completely
serpentinized. No significant gradient in the degree of serpentinization
is observed as a function of depth in drill holes extending for 100 to
200 m (Bach et al., 2004; Kelemen et al., 2004; Paulick et al., 2006;
Kelemen et al., 2007). Tectonically induced faults and shear zones
are common in this environment. Once formed, these features could
enhance the rate of serpentinization in peridotites near the seafloor,
yet they have nothing to do with reaction-induced cracking. How-
ever, seismic data suggest a gradient of decreasing serpentinization
that extends downward from the seafloor over ∼5 km in some places
(Fig. F5, Chapter 1, (Kelemen et al., 2004)). The presence of such a
gradient suggests generally continuous, downward transport of water
through a fracture network, rather than localized transport along a
few large faults. Though these and other, similar observations were
made at slow-spreading ridges, where rates of uplift and tectonic
denudation are slow, at least some of the peridotites exposed on the
seafloor must have approached the seafloor within the past 106 yr, if
not less. Thus a minimum rate for propagation of a serpentinization
front in oceanic crust might be v∼5 mm yr−1 (around a factor of 10
faster than the Oman weathering rate), and the actual rates could be
orders of magnitude faster. Applying the model in this setting, with
a kinetic rate κserp.∼5×10−11 s−1, implies lower bounds of DΘ∼8×
10−16m2 s−1 and L∼0.4 mm, very similar to the values calculated for
Oman peridotite weathering, although these values could be much
larger if the front velocities are orders of magnitude faster.

5. Conclusion

The main results of this work are presented in Table 1, which
show how the speed and morphology of a chemical weathering front
depends on the rate of reaction, rate of fluid transport, elastic prop-
erties, and amount of volume change, within the framework of a
highly idealised model. For realistic parameter values, only regimes 1
and 2 will be observed (“reaction controlled regimes”). The model
predicts the velocity of a reaction-driven cracking front in rocks
undergoing volume change due to fluid-rock interaction, and the
simple scalings that result are the first step towards understanding
the behaviour of more sophisticated models. There are many avenues
for futurework on this problem. It would be very useful to look further
at 2D problems (e.g. Malthe-Sørenssen et al., 2006; Røyne et al.,
2008), where the elastic stress field and its boundary conditions can
be modelled more carefully, and a better treatment of the fracture
criterion could then be attempted. As mentioned in the introduction,
there are potential negative feedbacks that may limit the reaction-
driven cracking which are not included in this model, and should be
explored in the future. Notably, the volume expanding reaction may
clog the pore space and hinder transport of the mobile phase rather
than aiding transport by fracturing (e.g. Andreani et al., 2009). This
feedback may be possible to study in a 1D model using an evolution
equation for permeability: work on this is ongoing.
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Appendix A. Non-dimensionalisation

The problem has just two non-dimensional parameters, Λ and Θ,
defined by

Λ =
κ
D

Kc

βE

� �4
; Θ =

w0

rb0
: ð26Þ

In presenting the final results, it is convenient to non-dimensio-
nalise on the natural length scale that arises in the fracture criterion
(15), namely (Kc /βE)2. Non-dimensional front velocities and crack
lengths can be defined using this length scale as

η =
v
D

Kc

βE

� �2
; ζ = L

βE
Kc

� �2
: ð27Þ

Non-dimensionally, the aim of the analysis is to find η(Λ, Θ) and
ζ(Λ, Θ). The fracture criterion (15) takes the simple form

1 = ζ1=2b′ 0ð Þ; ð28Þ

where b′=b /b0 is a rescaled concentration.
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While non-dimensionalising on (Kc /βE)2 is convenient for the
final results and the fracture criterion, it is cumbersome for reaction–
diffusion part of the problem, as that problem does not directly
contain the elastic parameters. A more convenient length scale for the
reaction–diffusion problem is D/v, and we introduce non-dimensional
variables γ and λ as

γ =
Dκ
v2

=
Λ
η2 ; λ =

vL
D

= ηζ: ð29Þ

Introducing a rescaled concentration w′=w /w0, a rescaled re-
action rate Q′=Q /κb0, and a non-dimensional co-ordinate x′=xv /D,
the reaction–diffusion problem becomes

− dw′

dx′
=

d2w′

dx′2
− γ

Θ
Q ′; ð30Þ

− db′
dx′

= γQ ′; ð31Þ

w′ 0ð Þ = 1; w′ ∞ð Þ = 0; ð32Þ

b′ ∞ð Þ = 0; ð33Þ

Q ′ = w′ 1−b′ð Þ: ð34Þ

The strategy for solution of the above equations is as follows: The
reaction–diffusion problem (Eqs. (30)–(34)) determines λ(γ, Θ) and
b′(0; γ, Θ) where λ(γ, Θ) is the non-dimensional length scale over
which b′(x′; γ, Θ) decays, and b′(0; γ, Θ) is the value of b′(x′; γ, Θ) at
the front. The relationships between the different non-dimensional
parameters (29) and the non-dimensional fracture criterion (28) can
then be used to find η(Λ, Θ) and ζ(Λ, Θ).

B. The reaction–diffusion problem

From now on, we will drop primes and work solely with non-
dimensional variables. The reaction–diffusion system(Eqs. (30)–(34))
can be integrated once to give

dw
dx

= −w− 1
Θ
b; ð35Þ

db
dx

= −γQ = −γw 1−bð Þ; ð36Þ

with boundary conditions

w 0ð Þ = 1; w ∞ð Þ = 0: ð37Þ

This is a second order non-linear two-point boundary value prob-
lem. For the connection with the fracture mechanics problem, we
want to find λ=λ(γ, Θ) (the length scale over which b decays) and
b(0)=b(0; γ, Θ) (the magnitude of b at the front). For moderate
values of γ and Θ the above problem is easy to solve numerically. For
very large or very small values of γ and Θ numerical solutions are
more difficult. However, in these cases asymptotic solutions provide
a very good approximation.

Numerical solutions showing typical concentration profiles are
shown in Fig. 5. From such profiles it is straightforward to calculate
λ and b(0). Shown in Figs. 6 and 7 are contour plots showing the
behaviour of λ and b(0) as a function of γ and Θ.

B.1. Asymptotic solutions

There are a number of simple asymptotic approximations to the
governing equations valid in certain parameter regimes. They provide
simple analytic expressions for λ and b(0) in the relevant regimes.
B.1.1. Linearisation: regimes 1 and 2
The simplest asymptotic solution arises when we linearise the

governing equations, namely

dw
dx

= −w− 1
Θ
b; ð38Þ

db
dx

= −γw: ð39Þ

Such an approximation will be justified provided b≪1. The above
equations are easily integrated to give

w = e−mx
; b =

γ
m

e−mx
; ð40Þ

where

m =
−1 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 4γ =Θ

p
2

: ð41Þ

Hence

λ =
1
m

; b 0ð Þ = γ
m

: ð42Þ

These expressions can be further simplified if we assume either γ≫Θ
or γ≪Θ. Call γ≫Θ regime 1, and γ≪Θ regime 2. In regime 1 we
have m∼(γ/Θ)1/2 and

w = e−x γ=Θð Þ1 = 2

; b = γΘð Þ1=2e−x γ=Θð Þ1 = 2

; ð43Þ

λ =
Θ
γ

� �1=2
; b 0ð Þ = γΘð Þ1=2: ð44Þ

Consistency of the approximation (b≪1) implies that regime 1 is
the region where Θ≪γ≪Θ−1.

In regime 2 we have m∼1 and

w = e−x
; b = γe−x

; ð45Þ

λ = 1; bð0Þ = γ: ð46Þ

Consistency (b≪1) implies that regime 2 is the region where γ≪1
and γ≫Θ.

B.1.2. Regime 3
Another approximation to the governing equations that can be

integrated analytically is

dw
dx

= −w; ð47Þ

db
dx

= −γw 1−bð Þ; ð48Þ

and will be valid provided b≪Θw. The solution is

w = e−x
; ð49Þ

b = 1− exp −γe−x� �
: ð50Þ

If γ≪1 then this reduces to regime 2, where b=γe−x. Assume
the opposite here, γ≫1. Then

λ = logγ; ð51Þ

b 0ð Þ = 1: ð52Þ



Fig. 5. Numerical solutions of the non-dimensional reaction–diffusion equation. Parameters have been chosen to give examples of the different asymptotic regimes. Blue curves are
the mobile phase w, black curves are the immobile product b.
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With this approximation the concentration profile for b has a
boundary layer structure, where b∼1 until x∼λ. The boundary layer
thickness is order 1. Consistency (b≪Θw) implies that regime 3 is the
region where 1≪γ≪Θ.

B.1.3. Regime 5
Consider the approximate set of equations

dw
dx

= − 1
Θ
b; ð53Þ
db
dx

= −γw 1−bð Þ; ð54Þ

which are valid if Θw≪b. If γΘ≪1 this reduces to regime 1. Assume
the opposite here, that γΘ≫1. The above can be combined to give

Θ
γ
d2w
dx2

−Θw
dw
dx

−w = 0: ð55Þ



Fig. 6. Results of numerical solutions showing λ=Lv /D as a function of γ and Θ.
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It is helpful to introduce a rescaled co-ordinate y=x /Θ,

1
γΘ

d2w
dy2

−w
dw
dy

−w = 0: ð56Þ

γΘ≫1 is a singular perturbation of the above equation. In this case,
the solution has the approximate form

w = 1−x =Θ; x < Θ;
0; x > Θ:

	
ð57Þ

b = 1; x < Θ;
0; x > Θ:

	
ð58Þ

Thus

λ = Θ; b 0ð Þ = 1: ð59Þ
Fig. 7. Results of numerical solutions showing b(0) as a function of γ and Θ.
In detail, there is a boundary layer in the solution at x=λ, with a
thickness of order (Θ /γ)1/2. Consistency (Θw≪b) implies that regime
5 is the region where γ−1≪Θ≪1.

B.1.4. Regime 4
The remaining unexplored parameter regime has 1≪Θ≪γ. We

again expect a boundary layer behaviour. However, in this regime
both terms in Eq. (35) are important. Consider Eq. (35) with b=1,

dw
dx

= −w− 1
Θ
; ð60Þ

which has solution

w = 1 +
1
Θ

� �
e−x− 1

Θ
: ð61Þ

This is zero when x=log(1+Θ), and this is where the boundary
layer for b is expected. If Θ≪1 this returns to regime 5, whereas if
Θ≫1 we have

λ = logΘ; b 0ð Þ = 1: ð62Þ

The initial balance of terms has Θw≫b as in regime 3, but for
x≫1 we have Θw≪b as in regime 5. The boundary layer structure
at x=λ should be similar to regime 4, with an order (Θ /γ)1/2

thickness.
Table 2 summarises the different asymptotic regimes for the

reaction–diffusion problem, and a regime diagram is shown in Fig. 8.

C. The fracture criterion

Once λ(γ, Θ) and b(0; γ, Θ) are known, all that remains is the
fracture criterion (28),

1 = ζ1=2b 0ð Þ; ð63Þ

and the additional relationships (29)

γ = Λ= η2
; ζ = λ = η: ð64Þ

These can be combined to give

1 =
λ Λ=η2

;Θ
� �

η

0
@

1
A

1=2

b 0;Λ= η2
;Θ

� �
; ð65Þ

which is an expression that can be inverted to find η(Λ, Θ). Moreover,
the fracture criterion (63) can be rewritten as

ζ = bð0;Λ=η2
;ΘÞ

� �−2
; ð66Þ

and thus we can find ζ(Λ, Θ) given η(Λ, Θ). This completes the
problem; numerical solutions are shown in Figs. 2 and 3. Asymptotic
solutions are given in Table 3, with a regime diagram in Fig. 4. The
final dimensional results are given in Table 1.
Table 2
A summary of the asymptotic regimes for the reaction–diffusion problem.

Regime Range of validity λ b(0)

1 Θ≪γ≪Θ−1 Θ1/2γ−1/2 Θ1/2γ1/2

2 γ≪1, γ≪Θ 1 γ
3 1≪γ≪Θ logγ 1
4 1≪Θ≪γ logΘ 1
5 γ−1≪Θ≪1 Θ 1



Fig. 8. Amap of the asymptotic regimes for the reaction–diffusion problem in terms of γ
and Θ.
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D. Related problems

D.1. Decomposition of solids: Yakobson (1991)

In this work we have used a very simple fracture criterion, given in
dimensional form by

Kc = σ 0ð ÞL1=2; ð67Þ

where the crack length L was chosen to be length scale δ over which
σ(x) decays.

Similar results can be obtained from other fracture criterion. For
example, in the model of decomposition of solids by (Yakobson,
1991), the following fracture criterion was used

Kc = 2
L
π

� �1=2
∫L
0

σ xð Þ
L2−x2
� �1=2 dx: ð68Þ

As it stands, the above equation produces a family of solutions
relating v to L. In Yakobson's (1991) model, the final choice of L is
made by a dynamical hypothesis that assumes v takes its maximum
value. In fact, Yakobson's (1991) criterion can be related to the simple
one used here. Let us suppose that σ(x) can be written as

σ xð Þ = σ 0ð Þg x = δð Þ; ð69Þ
Table 3
A summary of the asymptotic regimes for the full problem. Here W(z) is the Lambert
function (the solution of z=W(z)exp(W(z))).

Regime Range of validity η ζ b(0)

1 Θ5≪Λ≪Θ Λ1/4Θ3/4 Λ−1/2Θ1/2 Λ1/4Θ−1/4

2 Λ≪1, Λ≪Θ5 Λ2/5 Λ−2/5 Λ1/5

3 1≪Λ≪Θ(logΘ)2 2W(Λ1/2 /2) 1 1
4 1≪Θ, Θ(logΘ)2≪Λ logΘ 1 1
5 Θ≪1, Θ≪Λ Θ 1 1
where δ is the characteristic length scale over which σ(x) decays,
and g(y) is some decaying function of y that is independent of any
parameters. Then

Kc = 2
L
π

� �1=2
∫L
0
σ 0ð Þg x = δð Þ
L2−x2
� �1=2 dx

= σ 0ð Þδ1=2⋅2 ρ
π

� �1=2
∫ρ
0

g yð Þ
ρ2−y2
� �1=2 dy

= σ 0ð Þδ1=2f ρð Þ

ð70Þ

where ρ=L /δ. The dynamical hypothesis that v is maximal implies
that ρ must be an extremum for f(ρ). Let ρ=ρc be this extremum,
with f(ρc)= fc its extreme value. Since f(ρ) is assumed not to depend
on any of the parameters in the problem, ρc and fc will simply be some
order 1 numbers. Thus Yakobson's approach leads to

L = ρcδ; ð71Þ

Kc = fcσ 0ð Þδ1=2; ð72Þ

which is exactly the same as the simplified criterion used here up to
order 1 constants. In detail, Yakobson's particular problem has

g yð Þ = e−y
; ð73Þ

f yð Þ = ffiffiffiffiffiffi
πy

p
I0 yð Þ−L0 yð Þð Þ; ð74Þ

ρc = 0:917291; ð75Þ

fc = 0:986713; ð76Þ

where I0 is the zeroth order modified Bessel function of the first kind,
and L0 is the zeroth order modified Struve function.

Yakobson's (1991) concentration problem is the following

−v
dc
dx

= D
d2c
dx2

: ð77Þ

with boundary conditions

D
dc
dx

0ð Þ = kec 0ð Þ; c ∞ð Þ = c∞; ð78Þ

where ke is an evaporation constant. The stress is related through

σ xð Þ = βE 1−c xð Þ= c∞ð Þ: ð79Þ

There is just one non-dimensional parameter in this problem,
namely

Δ =
ke
D

Kc

βE

� �2
: ð80Þ

As before, non-dimensional variables can be introduced as

η =
v
D

Kc

βE

� �2
; ζ = L

βE
Kc

� �2
; ð81Þ

μ =
ke
v

=
Δ
η
; λ =

Lv
D

= ηζ: ð82Þ

Non-dimensionally (x′=xv /D), the concentration field is

1−c′ x′ð Þ = e−x′

1 + μ−1 : ð83Þ



225J.F. Rudge et al. / Earth and Planetary Science Letters 291 (2010) 215–227
Thus

λ = 1; 1−c′ 0ð Þ = 1
1 + μ−1 : ð84Þ

The non-dimensional fracture criterion is

1 = ζ1=2 1−c′ 0ð Þð Þ; ð85Þ

and the relationships in Eq. (82) imply

η 1 +
η
Δ

� �2
= 1; ð86Þ

ζ = η−1
: ð87Þ

There are two asymptotic regimes. If Δ≫1 (“brittle fracturing”)
then

η = 1; v = D
βE
Kc

� �2
; ð88Þ

ζ = 1; L =
Kc

βE

� �2
; ð89Þ

which is similar to regimes 4 and 5 in the reaction–diffusion model. If
Δ≪1 (“evaporation controlled”)

η = Δ2=3
; v = D1=3 βEke

Kc

� �2=3
ð90Þ

ζ = Δ−2=3
; L =

DKc

βEke

� �2=3
; ð91Þ

which is similar in form to regime 2 in the reaction–diffusion model.
The scalings above are also seen inmore sophisticatedmodels, such as
those by Boeck et al. (1999) and Malthe-Sørenssen et al. (2006).

D.2. Spheroidal weathering: Fletcher et al. (2006)

Fletcher et al. (2006) have also developed a model that couples a
reaction–diffusion equation to a fracture mechanics problem to study
chemical weathering. In fact, their model is very closely related to that
considered here. Table 4 provides a mapping between the notation
used by (Fletcher et al., 2006) and that used here. Their reaction–
diffusion problem has the slight difference that their reaction
rate∝w1/4awith a cut-off for low concentrations, rather than reaction
Table 4
A mapping between the notation used here and that of Fletcher et al. (2006). The value
of α quoted (α=1.26×10−7) differs from that directly quoted by Fletcher et al. (2006)
(α=6.32×10−9) due to typographical errors.

Our model Fletcher et al. notation Fletcher et al. value

E E 1011 Pa
Kc

ffiffiffiffiffiffiffiffiffi
2ΓE
1−ν

q
7.30×106 Pa m1/2

β f0
3 1−νð Þ

ΔV
V

1.11×10−3

b0
f0

VFeO
4170 mol m−3

w0 ϕcR 2.3×10−3 mol m−3

κ ρMSkVFeO 1.12×10−10 s−1

r r 0.25
s 1 1

D Dϕm−1

τ
1.67×10−8 m2 s−1

v ω 3.18×10−12 m s−1

L W 0.026 m
Λ α 1.26×10−7

Θ α
Λ

2.20×10−6
rate∝wa used here. The fracture mechanics is also treated a little
differently: Fracturing is considered as an episodic process that occurs
when the integrated elastic strain energy reaches a threshold value
given by the surface energy of fracture. After each fracturing event the
front moves forward to the cut-off point for the reaction. Thus the
length scale for fracturing (crack spacing) in the (Fletcher et al., 2006)
model is also set by the length scale over which a concentration
profile decays, but it is the concentration profile of the waterw rather
than that of the product b which is used. In regimes 1, 2, and 5 the
length scales for decay of product b and water w are the same, but in
regimes 3 and 4 they are different, and in those regimes differences
between our model and that of Fletcher et al. (2006) are expected.

A connection can be made with the simplified fracture criterion
used here. The energy fracture criterion used by Fletcher et al. (2006)
is

∫L
0U xð Þdx = 2Γ; ð92Þ

where Γ is the surface energy of fracture, and U(x) is the elastic energy
density. U(x) is given by

U xð Þ = σ2 xð Þ
E

: ð93Þ

There will also be a dependence on Poisson's ratio ν, but this
depends on the specific details of the elastic problem, and has been
neglected here. The surface energy of fracture can be related to the
fracture toughness by

2Γ =
K2
c

E
; ð94Þ

Again the ν dependence has been neglected. Thus the fracture
criterion is

∫L
0σ

2 xð Þdx = K2
c : ð95Þ

Writing σ(x)=σ(0)g(x /δ) as in Eq. (69) yields

Kc = μcσ 0ð Þδ1=2; ð96Þ

where μc is

μc = ∫L=δ
0 g2 yð Þdy

� �1=2
; ð97Þ

If the length scales for decay of the product b and water w are the
same, then L=δ, and μc is simply some order 1 constant. Thus the two
fracturing criteria are equivalent in this case.

The two non-dimensional groups considered by Fletcher et al.
(2006) can be related to those used here by

ΛF = Λ
Θ
; αF = Λ; ð98Þ

where subscript F refers to (Fletcher et al.'s, 2006) notation. Their
numerics used Λ F=0.0572 and αF=1.26×10−7 (Λ=1.26×10−7

and Θ=2.20×10−6), which suggests they should be in regime 1. By
conducting numerical simulations of their time-dependent problem
they found that a steady state is reached, with the front propagating at
a constant velocity. Their distance between fractures is given by ((18)
of Fletcher et al. (2006))

WF≈1:44x⋆FΛ
−1 = 2
F = 1:44 Kc

βE

� �2
Λ−1=2Θ1=2

; ð99Þ
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which is the same scaling as regime 1,

L =
Kc

βE

� �2
Λ−1=2Θ1=2

: ð100Þ

Their weathering advance rate ωF=WF / tFcrack ((22) of Fletcher
et al. (2006)) is

ωF = 0:660
x⋆F
t⋆F

Λ−4 = 5
F αF = 0:660D βE

Kc

� �2
Λ1=5Θ4=5 ð101Þ

which is almost, but not quite, the same scaling as regime 1,

v = D
βE
Kc

� �2
Λ1=4Θ3=4

: ð102Þ

The difference in the scalings is in the powers of Λ and Θ, which
are 0.25 and 0.75 in the analysis here, but 0.2 and 0.8 for Fletcher et al.
(2006). However, this difference might be explained by the fact that
Fletcher et al.'s (2006) scalings are based on best fits to their
numerical simulations rather than rigorous asymptotic analysis. If
the same scalings were to hold, the corrected version of Eq. (22) of
Fletcher et al. (2006) would be

ωF = 0:764
x⋆F
t⋆F

Λ−3 = 4
F αF ; ð103Þ

i.e. a coefficient of −0.75 rather than −0.8 for Λ F. Written out in
full, Fletcher et al.'s (2006) expressions relating crack length and
weathering advance rate would become (in their notation)

W = 1:44
DϕmcR

rτρMSkf0

� �1=2

; ð104Þ

ω = 0:764 ρMSkð Þ1=4 DϕmcR
rτf0

� �3=4 E f0
3
ΔV
V

� �2

2Γ 1−νð Þ

" #1=2

VFeO: ð105Þ
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